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Abstract—PCIe (Peripheral Component Interconnect express) protocol is the de facto protocol to bridge CPU and peripheral devices like GPU, NIC, and SSD drive. There is an increasing demand to install more peripheral devices on a single machine, but the PCIe interfaces offered by Intel CPUs are fixed. To resolve such contention, PCIe switch, PCH (Platform Controller Hub), or virtualization cards are installed on the machine to allow multiple devices to share a PCIe interface. Congestion happens when the collective PCIe traffic from the devices overwhelm the PCIe link capacity, and transmission delay is then introduced.

In this work, we found the PCIe delays not only harms device performance but also leaks sensitive information about a user who uses the machine. In particular, as user’s activities might trigger data movement over PCIe (e.g., between CPU and GPU), by measuring PCIe congestion, an adversary accessing another device can infer the victim’s secret indirectly. Therefore, the delay resulted from I/O congestion can be exploited as a side-channel. We demonstrate the threat from PCIe congestion through 2 attack scenarios and 4 victim settings. Specifically, an attacker can launch a similar attack when they share a PCH or virtualization card. The evaluation result shows our attack can achieve high accuracy (e.g., 96.31% accuracy in inferring webpage visited by a victim).

I. INTRODUCTION

Devices peripheral to CPU are innovated at a fast pace. For instance, the speed of NIC (Network Interface Card) has been increased from 10 Mbps to 10 Gbps in the recent decade [1]. The throughput of hard drives is improved 100x due to new storage techniques like NVMe (Non-Volatile Memory Express) [2]. Followed by the upgrade of the peripheral devices, the data volume exchanged between them and CPUs is “exploding”. The traditional PCI (Peripheral Component Interconnect) protocol cannot meet such demand, hence PCIe (PCI express) was proposed and has become the de facto protocol for I/O between CPU and peripheral devices [3].

I/O switch and congestion. Though PCIe supports high throughput I/O, e.g., 16 GB/s for a PCIe 3.0 link [4], the support from CPU seems to fall behind. For example, only three 16-lane PCIe interfaces are provided by the Intel high-end CPUs [5], but a computer can integrate a large number of peripheral devices. For instance, 8 GPUs, 4 NVMe SSDs, and 1 x16 high-speed NIC are equipped by Tyan Thunder HX FT77DB7109 [6], a mainstream server for deep learning. Apparently, a gap exists between CPU’s limited PCIe support and the strong demand for high-speed peripheral devices. As an intermediate solution, PCIe switch and PCH (Platform Controller Hub) are invented to expand CPU’s PCIe support, which we term I/O switch in this paper. With I/O switch, two or more I/O devices can share a PCIe link and send data to the same PCIe interface of CPU. Besides link share, a GPU can directly talk to NICs and SSDs without the involvement of CPU, with the help of PCIe switches, which is termed RTX IO by NVIDIA [7].

However, I/O switch also introduces a new problem: I/O congestion. When one device fills a PCIe link (e.g., Nvidia GTX 1080Ti GPU can produce 480 GB/s data [8]), the PCIe packets generated by the other devices sharing the same I/O switch will be delayed due to point-to-point credit-based flow control of PCIe [9]. While congestion has been well studied in the network protocols like TCP [10], [11] and the security issues like denial-of-service (DoS) attacks are well known, no prior works have looked into the I/O congestion brought by PCIe on a single machine, not to mention its security implications. In this work, we make the first attempt to study these issues.

PCIe congestion side-channel. Through exploratory analysis, we found the degree of PCIe congestion might reflect the operational status of a connected device. When a device transfers data through a congested PCIe link, the interval between request and response will be increased. Therefore, if an attacker has access to a device that shares a PCIe link with another device used by a victim, the attacker can keep probing the link and use the delay to infer the status of the victim device. Furthermore, as the device I/O patterns can be determined by the user’s activities (e.g., typing and browsing), the attacker can recover the sensitive user information from the probed delays potentially.

Though the high-level idea is simple, measuring the delay at high resolution and recovering the user’s information at high
accuracy is non-trivial. The attack seems impossible initially using traditional probing methods (e.g., keep reading procfs of Linux [12]) and time measurement (e.g., clock()). But the new functionalities provided by the software and hardware stacks of peripheral devices enable our attack, as we observed. Here we name a few: 1) Kernel-bypass removes the random delays from CPU scheduling and interrupts, conserving the attacker’s measurement to the communication latency. 2) RDMA (Remote Direct Memory Access) NICs widely installed on data centers and public clouds allow the attacker to transmit data at ultra-low latency, leading to a very high sampling rate of a PCIe link. 3) The hardware clock provided by RDMA NIC enables high-precision measurement.

**Our attack and evaluation.** Based on the above observations, we propose a new side-channel attack that exploits PCIe I/O congestion, termed INVISIPROBE. We demonstrate INVISIPROBE in two scenarios.

Firstly, when the victim uses a high-speed device like GPU on a server, an attacker can use an RDMA NIC on her machine to probe the RDMA NIC on the server and infer the victim’s secret. We demonstrate three attack settings, including 1) inferring keystroke events and words typed by the victim; 2) inferring the webpages visited by the victim; 3) inferring the machine-learning model trained by the victim. We demonstrate the delay (for keystroke inference) or delay sequence (for webpage and model inference) patterns are distinguishable, due to the unique data movement patterns between CPU and GPU. To achieve accurate inference on the probed delays, we develop an inference model based on **Attention-Based Bidirectional LSTM (AtBLSTM)** [13], which is capable of handling long sequences with variable length.

In addition to the high-speed device, we found the low-speed device used by a victim is not immune to INVISIPROBE. When a victim is using an Ethernet NIC, e.g., 1Gbps NIC, an attacker can probe the server’s NVMe SSDs at high frequency to introduce PCIe congestion, and measure the delays at the same time. We demonstrate that the collected delays can help the attacker infer which website is visited, due to that loading different websites results in different file downloading patterns.

We evaluate the four proposed attacks in a lab environment consisting of one server and one PCIe. To highlight the evaluation results, 98.97% keystroke events can be detected, and 96.31% visited webpages can be correctly classified, in the first attack scenario. We also evaluate the second attack scenario in a public cloud, Alibaba cloud, and found high accuracy (91.02% for webpage inference) can be achieved. Our results indicate the threat is practical when PCIe congestion is exploited by an attacker. As I/O switches become prevalent in data centers and the recent trend encourages PCIe switches to be shared by I/O devices across machines, i.e., through PCIe fabric, we believe more attention should be paid by the security community. We propose a few directions for threat mitigation and are discussing them with cloud providers like Alibaba cloud.

**Contributions.** We summarize our contributions below.

- We identify a new side-channel attack exploiting the unique features of PCIe congestion.
- We develop two concrete attack strategies: using RDMA NIC to attack GPU and using NVMe SSD to attack Ethernet NIC.
- We evaluate the two strategies under 3 victim scenarios: keystroke typing, webpage browsing and training machine-learning model. The result shows our method, INVISIPROBE, is effective.
- We will release the code and experimental data after the discussion with the stake-holders to help other researchers investigate the related issues.

## II. Background

### A. PCIe

PCIe (Peripheral Component Interconnect Express) is the de facto protocol for the peripheral devices to transmit data to a processor [3], thanks to its prominent advantages like higher maximum bus throughput. There are 4 ways to let a device communicate through PCIe. 1) Installing the device on the PCIe slot of the motherboard, e.g., discrete GPU; 2) Installing the device on another type of slot which is compatible with PCIe protocol, e.g., installing NVMe (Non-Volatile Memory Express) SSDs on M.2 slots; 3) Soldering a device on the motherboard and using PCIe protocol, e.g., onboard NIC (Network Interface Card); 4) Leveraging a controller to convert a different protocol used by a device to PCIe protocol, e.g., SATA hard disks.

The communication between PCIe devices is carried out by interconnect (or link). A link consists of one or more lanes, which carries a full-duplex byte stream, producing 985 MB/s bandwidth per lane per direction for the version supported by the mainstream Intel CPUs [14]. The number of lanes per link can be 1, 2, 4, 8, or 16. Thus, the device’s PCIe speed can be adjusted based on the number of occupied lanes.

Different from PCI protocol in which a shared parallel bus architecture is used and the bus clock is constrained by the slowest peripheral device, PCIe protocol is packet-based, which enables more efficient bus usage. Similar to the network stack, PCIe has three layers and they are transaction layer, data link layer, and physical layer. The data are encapsulated into packets by transaction layer and routed based on memory address, I/O address and device ID [15]. The data link layer handles integrity check, flow control, and re-transmissions, ensuring the data integrity and reliability for the upper layers.

To this end, point-to-point credit-based flow control [9] is employed by PCIe. On a PCIe link, the receiver notifies the sender the size of the receiving buffer reserved for it ahead, and the data transmitted by the sender is always under the buffer limit.

### B. PCIe Topology

PCIe allows devices to connect to the processor in a tree-like topology [15]1, with the help of PCIe switch and PCH.

---

1In the future, PCIe fabric may be used in a data center, changing the topology to a network-like topology.
In this work, we term them jointly as I/O switches as they have similar functionalities in routing PCIe packets. An I/O switch has upstream and downstream ports connecting to different devices, in order to separate the data flow. Figure 1 illustrates one common PCIe topology. Specifically, the PCIe lanes interfaced by CPU and the memory controller are connected to a component named root complex which is further connected to the peripheral devices. The connection between the root complex and peripheral devices can be divided into three classes.

Firstly, a small number of high-speed interfaces of root complex are directly connected to high-speed devices. For mainstream Intel CPUs like “Coffee Lake” CPUs [16], interface to 16-lane PCIe link is provided, which can be used by a discrete GPU.

Secondly, relatively slow devices, like hard disks, sound cards, and NICs, are connected to PCH before the root complex, which is the standard component on desktop machines and also servers. Direct Media Interface (DMI) is used as the channel between CPU and PCH, which has nearly the same design as 4-lane PCIe link. A PCH can connect to many devices, each of which possesses at least one PCIe lane. However, the resulted total I/O throughput can be much larger than what DMI can provide. Thus, DMI allows the connected devices to share the bandwidth of the four PCIe lanes.

Thirdly, the PCIe switch is used to expand CPU’s capabilities in connecting more PCIe devices, especially on high-performance servers. While the CPU integrated by a server usually provides high-speed interfaces for direct connection to PCIe devices, it might be insufficient to meet the demand of adding PCIe devices. For example, Tyan Thunder HX FT77DB7109 [6], a mainstream server for deep learning, equips 8 GPUs, 4 NVMe SSDs, and 1 x16 high-speed NIC. As only three 16-lane PCIe interfaces are provided by the CPU (“Cascade Lake-SP” [5]), the server manufacturer converts one 16-lane PCIe interface into two or more interfaces by using a PCIe switch.

### C. RDMA

To reduce the network latency and CPU consumption on the server, RDMA (Remote Direct Memory Access) was proposed to allow a data sender to directly access the memory region of a receiver, without waiting for the receiver’s CPU. Most RDMA functionalities are implemented by RDMA NICs, supporting one-sided or two-sided RDMA operations. In the one-sided setting, the RDMA application at the server registers one or multiple memory regions with a RDMA NIC. The virtual address of the memory region as well as a key corresponding to the memory region will be sent to the client. When the client is going to read the memory in the server, she constructs and sends a special RDMA read packet that contains the address of the memory to be read as well as the key. The server’s RDMA NIC directly reads the requested memory for the client once receiving the packet, without interrupting the CPU. The value of the requested memory will be encapsulated in the response packet that will be delivered back to the client. In the two-sided setting, the CPUs of the sender and the receiver are both involved.

A few RDMA implementations have been developed under the standard RDMA protocol, namely InfiniBand [17], RoCE [18] and iWARP [19]. We tested our attack under InfiniBand as it is the native physical layer protocol of RDMA.

Currently, RDMA has seen strong adoption in data centers and cloud, resulting in high-performance applications related to key-value storage [20], graph processing [21], machine-learning [22] and etc. We consider RDMA as one attack vector to enable our attack, INVISIPROBE.

### III. ATTACK OVERVIEW

Using I/O switches to serve multiple PCIe devices and share the PCIe bandwidth has become the standard solution to address the constraints of PCIe interfaces. However, it also opens up possibilities for attacks. In this section, we firstly describe the threat model. Then, we elaborate on the issue of PCIe congestion and how it can be exploited as a side-channel. Finally, we overview the attack procedure.

#### A. Threat Model

As shown in Figure 1, we assume that among a pair of I/O devices integrated by a target machine, one interacts with an attacker and another is used by a victim. Both devices share the same I/O switch which connects to the upstream CPU. We assume the attacker cannot access the victim’s data or code directly, but plans to use INVISIPROBE to infer the victim’s secrets.

We showcase two scenarios. In the first scenario, the attack happens in a cloud environment or a data center where a server allows a remote machine to directly access its memory through its RDMA NIC (e.g., by running an RDMA key-value storage). The attacker can control a VM in the same cloud or a machine in the same data center to interact with the RDMA NIC of the server. In the meantime, a high-speed device, in particular a discrete GPU, is used by a victim. GPU and NIC share the same PCIe switch, which is the setting appeared in the slides of NVIDIA [7] when NVIDIA is launching the 30 series GPUs. Using RDMA to steal a victim’s secret was researched recently [23], [24] and our attack setting is similar,
i.e., assuming attacker can interact with an RDMA NIC in a server, but the goal of the attacks differ. In Section VIII, we compare to these works in detail. We assume the server providing GPU acceleration allows multiple users/tenants to use the machine simultaneously. This assumption has been justified by previous GPU side-channel attacks [25], [26]. Moreover, we assume the victim can use the GPU exclusively, which is an even weaker condition comparing to previous works [25], [26] assuming GPU is shared between the victim and the attacker.

Under this scenario, we studied three types of attacks. 1) The server has a VM leased to a victim who types sensitive text over remote desktop to the VM; 2) The server has a VM leased to a victim who opens chrome to view webpages through remote desktop; 3) A victim trains a deep-learning model on the server. The attack goals are to infer: 1) which word is typed by the victim; 2) which webpage is browsed by the victim; 3) which model is trained by the victim.

In the second scenario, we assume the attacker has access to an NVMe SSD on the server. The attacker can be local (e.g., executing a program on the server) or remote (e.g., accessing the SSD through NVMe fabric [27]). In the meantime, a victim uses a low-speed device, in particular a standard NIC, on the server. As described in Section II, PCH is used to serve the traffic from SSD and NIC together. Under this scenario, we investigate an attack that is the same as the second attack under the prior scenario: inferring what pages are visited by the victim.

B. PCIe Congestion

As PCIe connections resemble network connections, congestion could happen when the data volume to be transmitted surpass the capacity of PCIe links or I/O switches. Specifically, when the sender learns that the requested receiving buffer exceeds the capacity of the receiver, it holds the packet to be sent till the receiver’s buffer is freed, in a process called back-pressure [15]. The packet transmission will be delayed, and the delay grows when the data pressure is increased on the PCIe link, as shown by previous studies [3], [28].

PCIe congestion can be caused by both high-speed and low-speed devices. For the first case, the data volume generated by a device alone, like GPU, can cause congestion. For instance, Nvidia GTX 1080Ti GPU can occupy 480 GB/s PCIe bandwidth [8], but the 16-lane PCIe link offers no more than 16 GB/s bandwidth. For the second case, when multiple devices transmit packets to a PCH simultaneously, congestion can happen. For instance, a PCH only occupies four PCIe lanes from CPU. However, an NVMe SSD alone has a four-lane link to PCH, so it is able to fill all PCIe lanes. When another device shares the same PCH, congestion will happen. To notice, though PCIe congestion happens frequently, prior works mostly focused on its impact to the performance of PCIe fabric [29], [30]. The issue on the single machine and how it can be exploited for attacks have not been studied.

Through experiments, we found the overhead caused by PCIe congestion is not negligible, and reflects what happens on the devices sharing the same I/O switch, to some degree. An attacker can exploit this finding to measure the I/O latency on the devices of the target machine (e.g., RDMA NIC and NVMe SSD) and analyze the portion related to PCIe congestion. However, the measurement of I/O latency is known to be fluctuating, due to interrupts [31]. Yet, we found that when the kernel is bypassed, the measurement becomes stable. For the first attack scenario, RDMA directly bypasses the kernel [32]. For the second attack scenario, when a kernel-bypass driver, like SPDK [33] or io_uring, is installed for the NVMe SSD, the same effect can be observed. In fact, kernel-bypass driver is widely installed on servers of data centers [34]. In Appendix A, we explain how kernel-bypass driver helps the I/O measurement in detail.

C. Attack Procedure

Based on our insights into PCIe congestion, we design INVISIProbe, a new attack exploiting PCIe congestion as side-channels. In essence, when congestion is caused by the high-speed victim device, the attacker can measure the variation of the I/O latency by sharing PCIe switch to infer the secret states of the victim. When the victim device is low-speed, unable to introduce congestion alone, the attacker can tunnel in a high volume of data to “saturate” the shared PCH switch and measure the I/O latency at the same time. This subsection overviews the workflow of INVISIProbe and Section IV and V elaborate how INVISIProbe is implemented against PCIe switch and PCH respectively.

1. Device pairing for congestion. The attacker first needs to identify a pair of I/O devices that share an I/O switch. While the attacker does not directly know the PCIe topology of the target machine, the chances of finding a device sharing a PCIe link with the victim device are high, especially at servers. In Section VI-A we give an example of the PCIe topology.

2. Delay measurement. The attacker probes the I/O latency of her device using the timing API (e.g., RDTSCP instruction [35]) to infer the status of the victim device. The probe must satisfy the following requirements:

- Attacker’s device can complete each probe request within a short interval, achieving a high sampling rate on a PCIe link.
- The latency of the probe should be stable, so its variance should be small when the same data volume is encountered by a PCIe link.
- The congestion level should be proportional to the probe delay.

In Section IV and V, we describe how the probes on NIC and NVMe SSD are constructed under the above requirements.

3. Inferring the secret. After the delays of the probes are collected, the attacker will analyze them to infer the victim’s activities. Based on our exploratory analysis, the mapping between them is not straightforward, therefore we leverage supervised learning techniques to obtain such mapping and use it to classify user’s activities.
Challenges. While the attack procedure is simple at a high level, there are some challenges we need to address in attack implementation. Firstly, the choices of the probe are paramount (e.g., different I/O APIs, their parameters, and device access patterns), but most of them cannot fulfill the three proprieties in the delay measurement. Secondly, high-resolution tools are required to measure the I/O latency so the “weak signals” from users’ sensitive activities can be captured. The regular measurement tools provided by OS cannot provide enough accuracy for latency measurement. Thirdly, the attacker cannot directly measure the victim’s device, and the probes she issues might interfere with her observations. To solve those challenges, the probe and the inference methods have to be carefully designed and we elaborate them in the two attack scenarios.

IV. ATTACKING GPU WITH RDMA NIC

In this scenario, we assume a high-speed device, in particular a discrete GPU, is used by a victim. The adversary has access to an RDMA NIC on the same machine. For the attacker to obtain reliable measurement through the RDMA probe, the processing time of the RDMA request at the server should be small. Fortunately, this requirement can be fulfilled readily. For example, 1.3 million ops/sec can be achieved by an RDMA key-value store on Infiniband [20].

One advantage of the RDMA probe is that it cannot be interfered by other network traffic, like LAN traffic. A server usually uses an RDMA NIC to handle RDMA traffic and an Ethernet NIC to handle LAN traffic, so they are isolated at the physical layer. During our experiment, we also use separate NICs. Though RDMA NIC can be configured to handle IP packets, e.g., through IPoIB [36], this feature is disabled by us (the default setting). Therefore, no IP traffic would go through the RDMA NIC.

A. Design of Probe

RDMA supports three types of connections, Reliable Connected (RC), Unreliable Connected (UC), and Unreliable Datagram (UD) [37]. Among them, RC resembles TCP protocol, and RDMA read can be done only on this connection type, so we assume the attacker probes the I/O delay with RC. Algorithm 1 overviews the whole probing method. We write around 400 lines of C code for this RDMA probe.

When RC is set up, a send queue will be created on the attacker side to send the read requests. Each read request accesses 4 bytes only. When the number of bytes is large, PCIe switch may increase the buffer size to ease congestion. When the number of bytes is less than 4, we found the throughput and delay remain the same. To keep sampling, the attacker needs to monitor the send queue and make sure it is non-empty by continuously adding requests. However, this strategy might make multiple requests arrive at the I/O switch at the same time, resulting in inaccurate measurement. We address this issue by making the requests “mutually exclusive”; we set a fence (IBV_SEND_FENCE) after each request, holding the next request to wait for the reply of the prior one.

Algorithm 1: Collection of Delay Sequence with RDMA

<table>
<thead>
<tr>
<th>Result: DelaySeq</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allocate SendQueue(withFence), CompletionQueue;</td>
</tr>
<tr>
<td>SendQueue.enqueue(a batch of RDMA read operations);</td>
</tr>
<tr>
<td>lastTimestamp = device.getTimeStamp();</td>
</tr>
<tr>
<td><strong>while</strong> notEnough(DelaySeq) <strong>do</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
</tbody>
</table>

We set the IBV_EXP_CQ_TIMESTAMP flag to the sending queue in order to collect the hardware timestamps of the replies, which are stored into the completion queue. The collected timestamp is much more precise than the timestamp of CPU (e.g., RDTSCP). The interval between consecutive hardware timestamps is close to the delay of the request, because 1) kernel and CPU are bypassed; 2) no congestion should happen at the sender and receiver NICs due to mutually exclusive requests; 3) the Infiniband network introduces ultra low and stable latency (e.g., 130 nanosecond from one switch port to another [38]).

![Fig. 2: Delay variance based on the PCIe congestion status.](image)

We found the designed probe can achieve a very high sampling rate and high sensitivity to congestion. On our experiment platform, the sampling rate can be as high as 0.77 million points per second (the interval between probes is around 1.3 microseconds or 206 RDMA NIC cycles) when the upstream PCIe link is not shared with other devices. When the PCIe link is busy, as we let the CPU pass a large array (30,000 × 30,000 integers) to GPU and read it back, the interval is increased to 9.6 microseconds or 1,520 RDMA NIC cycles. As shown in Figure 2, 6 times difference can be observed. The high entropy embedded within the interval variance enables fine-grained profiling of the victim device.

A recent work, NetCat [23], carried out an RDMA Prime+Probe attack against LLC (last level cache) of a server to infer the victim’s secret. Though our RDMA probe also touches LLC, what is measured is different from the RDMA
Prime+Probe of NetCat [23]. First, Prime+Probe requires an eviction set filled with carefully selected memory addresses 2, but our probe reads fixed 4 bytes only. Second, Prime+Probe introduces the timing difference of accessing LLC (between hit and miss) at 100 nanoseconds, but the difference is far larger in our attack (8.3 microseconds).

B. Attack 1: User-input Inference

We observe that even a keystroke a victim enters, which introduces fairly small amount of data, is distinguishable under INVISIPROBE. When a keystroke is entered to a GUI input, a character will be rendered by GPU. In addition, the UI element around it, e.g., textbox, will be refreshed. Before the rendering, CPU passes the character and UI elements from memory to GPU via PCIe link and issues the rendering commands to GPU. Though the data volume is small, CPU will try to use all PCIe lanes to transmit the data, still introducing noticeable congestion when INVISIPROBE is launched at the same time, leading to a surge of probe delays, as shown in the top of Figure 3. In contrast, when the displayed content is not updated, the CPU-GPU PCIe link will stay “quiet”. Therefore, INVISIPROBE can infer the keystroke dynamics. To notice, though the display is refreshed at a constant rate, e.g., 60Hz, the frequency of data transmission on PCIe and GPU rendering are not constant.

This attack assumes the rendering is facilitated with the GPU on the remote server. This feature has been supported by remote desktop services of Windows [40] and Linux [41], which can be turned on by changing the system configurations on the server. Mainstream cloud providers like Amazon EC2 also offered this support in their VMs [42]. Game cloud providers like Steam Cloud Play started to render games for users in remote server, which aroused over 94 million users [43]. When a user is using a resource-constrained device, e.g., a thin client in an enterprise network, for tasks requiring GPU acceleration, like browsing using WebGL, gaming, and data visualization [44], remote GPU acceleration is recommended [45]. We expect this setting will be encountered more often along with the increased adoption of remote desktop [46].

In Section VI-B, we evaluate whether INVISIPROBE can learn when a keystroke occurs and how likely a word typed by a victim can be inferred. Below we describe the steps.

Inferring keystroke events. By modeling the surge of probe delays, the occurrences of keystrokes could be detected. The main problem we need to solve is how to distinguish keystrokes with other UI updates (e.g., screen transition) from the delay surge. After analyzing the delay sequences resulted from a set of keystrokes, we found that any keystroke will increase the delay of 7 consecutive probes, while other UI activities rarely exhibit the same pattern (e.g., UI transition impacts far more probes). According to this observation, we propose the following method to identify a keystroke:

1) We compute the intervals between all probe requests and save them into a delay sequence.
2) We set a lower-bound $TH_L$ and an upper-bound $TH_H$ to select the sampling points. These points are likely to be related to keystrokes and we call them suspected points. As shown in the bottom of Figure 3, unrelated sampling points can be filtered out reliably.
3) We use a sliding window of Win readings to scan the intervals. If there are over $K$ suspected points, we consider there is a suspected keystroke happening in the time window. The red stars and blue circles in Figure 3 show the suspected keystrokes.

After empirical analysis, we set the values of $TH_L$, $TH_H$, $Win$ and $K$ to 1000, 3000, 50,000 and 6. Though for a different machine the delay patterns might be varied (e.g., 5 might be sufficient for $K$), the adversary can update the parameters according to the target machine.

Removing caret. Though the above method produces good recall of keystroke events, we found the blinking caret in the textbox is detected as well, as it has a similar impact on our probe intervals. On the other hand, the blinking caret can be filtered out due to their unique UI patterns: 1) the blink has a constant interval; 2) the caret blinks only when the user is not typing in most applications.

Specifically, we compute the intervals between the suspected keystrokes and remove the ones with the constant intervals (e.g., 598 milliseconds or 1193 milliseconds for Google Chrome, and 403 milliseconds or 793 milliseconds for gedit). The chances of removing real keystrokes are very small, as keystroke usually takes a much shorter interval. The blue circles in Figure 3 show the carets that are successfully detected.

Recovering word. Though the learnt keystroke events do not tell which keys are typed, according to prior studies, their intervals reveal what words are typed [12], [47], [48], based on a language model. Take English words as an example. In essence, the attacker can first collect the keystroke timings about English words from a dictionary words, and then use Hidden Markov Model (HMM) [49] to build the relationship between the intervals and the hidden states (i.e., pair of characters). The transition probabilities between certain states such as (‘i’, ‘o’) are adjusted based on their probabilities of occurring together. The “SPACE” character between words are detected based on its longer inter-keystroke interval [12]. Then, the attacker applies Viterbi algorithm [49] to obtain the top $n$ most likely character sequences given an interval sequence. The candidate sequences that fail spelling checks are removed before the result is presented.

C. Attack 2: Webpage Inference

Using GPU to accelerate webpage rendering has become a standard technique for browsers, like Google Chrome [50], Mozilla Firefox and Internet Explorer. Take Google Chrome

2Maurice et al. [39] showed Prime+Probe is feasible under addressing uncertainty, but it is used to construct covert channel.

3We tested 10 applications and only found the caret keeps blinking in Firefox regardless of typing. The 10 applications are described in Appendix C.
as an example. The renderer process of CPU rasterizes (i.e., converts the geometry description of the image to pixel description) the webpage and pushes the data to the CPU memory shared with GPU. The GPU process copies the data from CPU memory to the GPU memory and invokes OpenGL [50] APIs to draw the bitmaps region-by-region. Lastly, the Chrome compositor stitches the rendered images together to draw the whole webpage using GPU. Initially, a website needs to call WebGL APIs [51] to direct Google Chrome to use GPU for rendering. But recently, GPU acceleration is configured as the default setting in Google Chrome [52]. Since the data related to the webpage has to be moved from CPU to GPU, PCIe congestion can be introduced as well when INVISIProBE is launched.

We speculate visiting a webpage could yield a unique delay sequence, because it usually triggers downloading many web files (e.g., JavaScript, HTML and image files) from different web origins. The browser executes each file after it is downloaded instead of waiting for all of them [53]. As such, the data transmission between CPU to GPU becomes intermittent, resulting in distinguishable I/O patterns. Figure 4a (a) compares the sequences when visiting 3 different webpages. Based on the above observation, we take the entire delay sequence and classify it.

In Section VI-C, we evaluate INVISIProBE in a close-world setting: we profile 100 webpages ahead and examine if INVISIProBE can identify the webpage being visited.

**Classifying delay sequence.** Loading the same webpage might observe different delay sequences due to network conditions, OS events, and dynamic content (e.g., online advertisement). To achieve robust classification on the ever-changing delay sequences, we leverage LSTM (Long short-term memory), an RNN model family capable of handling complex time-series [54], [55]. LSTM is able to track long-term dependencies in a sequence, which is ideal for our problem setting, as file downloading events can span the whole lifetime of webpage rendering. In particular, we choose AttBLSTM (Attention-Based Bidirectional LSTM) model [13] under the LSTM family to classify our delay sequence. AttBLSTM considers both forward and backward dependencies and uses an attention
layer to focus on the elements that have a decisive role in the sequence. It outperforms the vanilla LSTM model especially when the number of sequence elements (e.g., downloaded files in our case) is not fixed [56]. Figure 5 shows the structure of our classifier based on AttBLSTM.

While AttBLSTM can directly process the delay sequence, we found the performance is unsatisfying as each sequence has a huge number of data points, ranging from 1 million to 10 million. Therefore, we add a pre-processing layer before the input layer of AttBLSTM. We split the sequence into windows and each window contains $Win$ intervals with no overlapping with other windows. Then we compute the $frequency$ of each interval value and aggregate them into three buckets $[0 − 100]$, $[100 − 500]$ and $[500−]$. As a result, each window is converted into a vector of three frequency buckets.

After processing the input, the LSTM layer learns the predictive features from the sequence and the attention layer captures the dependencies between the sequence of features and the output. The embedding layer after that produces a vector of 64 numerical values. Finally, the fully-connected layer converts the embedding vector into a classification vector with the size the same as the number of profiled webpages. The soft-max layer assigns probabilities to each class, and the one with the highest probability is returned to the adversary.

Through this pipeline, we found that a webpage can be classified at high accuracy, but it also requires many sequences of a webpage to be collected beforehand for training. If removing the layers after the embedding layer, we can turn the AttBLSTM model into an embedding model and classify a webpage without retraining. For instance, we can generate the embedding ($E_1$) of one sequence ($S_1$) of a webpage $W$ with the pre-trained model. For a new sequence $S_2$ encountered in the testing stage, we can generate its embedding $E_2$ and compute its distance to $E_1$ (Cosine distance) and classify it into $W$ if the distance is lower than a threshold. We adjust the pre-processing step by using the average delay as the feature for each time window instead of the three bucketed frequencies. We call the two settings classification mode and embedding mode.

D. Attack 3: Machine-learning Model Inference

Nowadays, GPU is extensively used to train machine-learning models. The structure of a machine-learning model can be considered as “intellectual property” (IP) [57], as many companies have invested a large amount of resources to develop it. In this attack, we consider the adversary is interested in learning the model structure for IP infringement or use the information to improve the adversarial attacks [57]. This attack setting has been studied by a number of works recently (surveyed in Section VIII), but none of them exploited the PCIe congestion side-channel.

More specifically, we consider the structure of a DNN (Deep Neural Network) model has been decided by a developer and it is trained using TensorFlow on the targeted server. When the training is initialized, TensorFlow compiles the model structure to a Tensorflow graph where each node is a TensorFlow operation (or op). For each op in the graph, the graph executor on CPU will transfer a batch of data to GPU memory as initialization. Thus, there is data movement from CPU to GPU through PCIe link [58] and different ops could introduce different data movement patterns, and our goal is to infer the op sequence, which can be leveraged to recover the secret model structure. Though the valid combinations of ops are virtually infinite, only a few ops can be chosen, including Conv (convolution), FC (fully-connected), BN (batch normalization), ReLU, Pool, and etc. As shown in a recent work [59], those ops all introduce unique PCIe usage patterns, and their combination may result in a unique delay sequence.

Similar to Attack 2, the attacker probes the shared PCIe link to obtain a delay sequence. Then she uses the same AttBLSTM model described in Section IV-C to classify the whole delay sequence into a model structure that has been profiled. In evaluation (Section VI-D), we profiled 10 models and classifies a sequence to one of them.

V. ATTACKING NIC WITH NVMe SSD

In this scenario, we show that even when a low-speed device, in particular an Ethernet NIC, is used by the victim, the sensitive information can be leaked under INVISIProbe. Similar to the prior section, we describe the probe design and a concrete attack under this scenario.

A. Design of Probe

When attacking GPU using NIC, the congestion is mainly caused by the GPU used by the victim, and the I/O delay is measured by the RDMA NIC. In contrast, the attacker in this scenario uses her device (i.e., NVMe SSD) to cause congestion and measure delay together, because the data volume introduced by the victim’s NIC alone might be limited. Ethernet NICs that support 10Mbps, 100Mbps, 1Gbps data rates are usually connected to PCH via a single PCIe lane [60] 4. A PCH can forward 4GB/s data but a 1Gbps NIC only introduces 0.125GB/s data, filling 3.1% bandwidth of PCH at maximum.

4Higher-speed NICs, like 10Gbps NIC, are rarely plugged to PCH.
Although NVMe SSDs can generate a large amount of traffic in a small duration to fill the bandwidth gap, the latency of a single request has a large variance, because SSDs run many internal jobs, e.g., garbage collection and anti-wearing [61]. To address the problem, we use pipelined requests instead of mutually exclusive requests with a fence. Specifically, the attacker always fills up the send queue of her NVMe SSD, so the SSD will be busy sending responses to the PCIe link. The attacker does not measure the latency on each request, but measure the interval between consecutive response completions, which eliminates the variance caused by SSD internal jobs.

We experimented with numerous settings of data transmission, and found that reading 4KB (8 LBAs, 512 bytes each LBA) at a fixed position in each request can produce the desired traffic volume and maintain a high and stable sampling rate. As a result, the attacker can issue more than 812K read operations per second (IOPS) that generates about 3.1 GB/s throughput. On top of this throughput, the Ethernet NIC (x1 lane) can easily saturate the upstream of the PCH (x4 lane). Besides, we investigated three reading orders of NVMe SSD, including random read, sequential read and read from a constant block, and found constant read yields the most stable delays.

To precisely measure the NVMe SSD I/O interval, we use Storage Performance Development Kit (SPDK) [33], a toolkit for low latency kernel bypass I/O. SPDK allocates a pair of send queues and completion queues, which are shared between the user’s process and the device. When there is an I/O operation launched by the process to the NVMe SSD, SPDK generates an item in the send queue containing all the parameters about the request, and then notifies the SSD via door bell, which writes a memory-mapped register of the SSD. The controller of the SSD will immediately fetch the request from the send queue and process it. After that, the result will be written to a predefined memory location and an item will be saved in the completion queue. Developer can get the completion information by a SPDK procedure called spdk_nvme_qpair_process_completions(). The algorithm of this NVMe SSD probe is shown by Algorithm 2. We write about 200 lines of C code for this NVMe SSD probe.

### Algorithm 2: Collection of Intervals with NVMe SSD

**Result:** IntervalSeq

```
Alloc SendQueue, CompletionQueue;
SendQueue.enqueue(a batch of read operation);
lastTimestamp = RDTSCP();
while notEnough(IntervalSeq) do
    while isEmpty(CompletionQueue) do
        |
    end
    currentTime = RDTSCP();
    CompletionQueue.dequeue();
    IntervalSeq.append(currentTime - lastTimestamp);
    lastTimestamp = currentTime;
    if SendQueue.isAlmostEmpty() then
        |
    end
    SendQueue.enqueue(a batch of read operation);
end
```

#### VI. Evaluation

In this Section, we evaluate the effectiveness of Attack 1-4. In Section VI-A, we describe the platform used for experiment. Section VI-B, VI-C, VI-D, VI-E report the results for each attack. Section VI-F describes the evaluation on a public cloud.

##### A. Experiment Platform

We use a regular desktop PC and a server as the experiment environment, which is similar to prior works in studying remote side-channel attacks [23], [24], except that we use one less desktop PC because we assume the victim’s application directly runs on the server. The specifications of the machines are shown in Table I.

In Figure 1, we give an abstraction of PCIe topology on a machine. Here we elaborate on the topology (also illustrated in Figure 6) on our server, which is more complex. Though the CPU only has 3 PCIe interfaces, the PCIe switch (PXE 8747 PCIe) and the 8 I/O multiplexers (IT8898 chips) expand the support to 4 PCIe x16 devices at full speed. Two PCIe devices have high chances to share the same switch (e.g., plugged into Slot 3 and Slot 5 to have x16 PCIe link).

The RDMA NIC of the server has a direct Infiniband connection to the PC’s RDMA NIC. Though in data centers, there is usually an Infiniband switch between two of its machines to enable RDMA connection, we do not introduce the switch into the experiment platform because it is too expensive (over 240,000 US dollars [62]). On the other hand, the latency with and without the Infiniband switch are similar (e.g., extra 130 nanoseconds [38]).

##### B. User-input Inference with RDMA NIC

We use gedit and Google Chrome (version 79.0.3945.88) to simulate the applications that receive the victim’s input. Two webpages, Google login page (accounts.google.com/ServiceLogin/signinchooser) and Amazon login page (www.amazon.com/ap/signin), are tested on
Google Chrome. The victim types in the text on the applications on the server through a remote desktop software TigerVNC 1.7.0, and the attacker recovers keystroke events at her PC side. The remote GPU acceleration is enabled by configuring the X display name field of TigerVNC to 0.

Inference of keystroke events. We first evaluate the inference accuracy of the victim’s keystroke events under INVISIPROBE. We recruit 1 volunteer to type in an English article, containing 480 characters. We align the timeline of the actual keystrokes and the detected ones, and count the false positives (the keystrokes detected by mistakes, or FP) and false negatives (the missed keystrokes, or FN). Assume the number of true positives (all real keystrokes) is \(C\), false-positive rate (FPR) and false-negative rate (FNR) are defined as \(\frac{FP}{C}\) and \(\frac{FN}{C}\).

The result shows all events can be identified at the right time, resulting in 0% FNR and FPR. However, without removing the blinking caret, some of the detected keystrokes are false positives, resulting in 5.88% FPR (30 caret blinkings). After removing the caret based on the heuristics described in Section IV, we found FPR drops to 1.03% (5 caret recognized as keystrokes), but FNR is still 0%. Table II lists the accuracy (i.e., 1-FPR).

### Table II: Accuracy of recovering keystroke events.

<table>
<thead>
<tr>
<th>Keystroke &amp; Caret Events</th>
<th>w/o Caret Removal</th>
<th>w/ Caret Removal</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>94.18%</td>
<td>98.97%</td>
</tr>
</tbody>
</table>

Word recovery. We construct an HMM by following the steps in [12] with a ten-letter alphabet ("etaoinshrd"). There are 100 possible transitions between a pair of letters in the alphabet and we collect 40 keystroke intervals for each pair with a volunteer, and use the intervals to train the HMM. Then we draw the first 43 words from a 1000-words dictionary [63] that are composed of our alphabet as the words to be tested. Appendix D lists the selected words. Each word was typed 3 times by another volunteer and the recovered keystroke timing by the prior stage was sent to the HMM model for the word inference. We found the real words are highly ranked among the 1000 words in the dictionary after sorted by HMM: 66.7% ranked in the top 10 and 95.3% among the top 50. Our result is comparable to [12], which tested 39 words from a 2103-words dictionary, and the top-10 accuracy and top-50 accuracy are 40% and 86%.

### Table III: Parameters of AttBLSTM model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Web-GPU</th>
<th>ML-GPU</th>
<th>Web-NIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden Size</td>
<td>48</td>
<td>48</td>
<td>64</td>
</tr>
<tr>
<td>Attention Size</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>Embedding Size</td>
<td>64</td>
<td>48</td>
<td>64</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.016</td>
<td>0.016</td>
<td>0.016</td>
</tr>
<tr>
<td>LR Decay</td>
<td>0.995</td>
<td>0.992</td>
<td>0.992</td>
</tr>
<tr>
<td>Weight Decay</td>
<td>0.0004</td>
<td>0.0006</td>
<td>0.0004</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.18</td>
<td>0.16</td>
<td>0.18</td>
</tr>
</tbody>
</table>

C. Webpage Inference with RDMA NIC

We select the Alexa top 100 website homepages [64] as the webpages targeted by the attacker. The scale of our data is comparable to prior works that infer webpage visits through side-channels, e.g., 100 websites for [65], [66]. We use the top 100 websites to demonstrate attack effectiveness. In other words, an attacker targeting a specific victim can adjust the list to include websites that reflect the victim’s preferences, political views, etc.

Each webpage was visited 150 times using Google Chrome and each visit lasts 8 seconds. In total 15,000 delay sequences were collected. We carried out cross-validation by splitting the data into training and testing by 85% and 15% randomly. We train the AttBLSTM model for 400 iterations with the parameters shown in the second column of Table III.

Classification mode. The evaluation metrics are similar to Section VI-B in that we measure the accuracy of the top-\(N\) candidates against the 100 tested webpages. We found the top-1 accuracy can achieve 96.31\%, i.e., 96.31\% sequences can be correctly classified with the top choice from our model, while the top-3 accuracy can achieve 99.16\%. We analyzed the mis-classified sequence and found that the main reason is the unstable network condition for some visits.

Embedding mode. We collected 100 new webpages (termed \(W_{new}\)) to test this mode. The trained AttBLSTM model is the same as the one used for the classification mode. For each webpage in \(W_{new}\), we first collect 1 delay sequence \(c_i\) and generated a set of embedding vectors (termed \(E_{new}\)). Then, we collect another delay sequence \(c'_i\) for every webpage in \(W_{new}\), and compute its Cosine distance to every vector in \(E_{new}\). If the distance between \(c_i\) and \(c'_i\) under the same webpage is under the threshold (0.474) while the distances between \(c_i\) and all other embedding vectors are larger, we consider it as a true positive. In the end, 90.77\% accuracy can be achieved on \(W_{new}\).

5Due to that our machine is located in China, we selected the top 100 Chinese websites, which are not blocked by the Great Firewall.
D. Model Inference with RDMA NIC

We choose ten popular machine-learning models (8 DNN and 2 simple models) and collect their delay sequences for evaluation. Each model is trained for 100 iterations and each iteration uses 64 images from MNIST [67] in a batch. In total 1,000 sequences are collected, and the adversary’s goal is to learn which model it corresponds to. Table IV shows the models we use for evaluation. The third column of Table III shows the parameters of AttBLSTM for this task.

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC</td>
<td>A simple model with only 1 FC layer</td>
</tr>
<tr>
<td>CPF</td>
<td>A model with Conv-Pool-FC layers</td>
</tr>
<tr>
<td>CPCPF</td>
<td>A model with Conv-Pool-Conv-Pool-FC layers</td>
</tr>
<tr>
<td>DCGAN [68]</td>
<td>Deep Convolutional GAN</td>
</tr>
<tr>
<td>RNN-LSTM [69]</td>
<td>RNN model with LSTM layer</td>
</tr>
<tr>
<td>Autoencoder [69]</td>
<td>CNN model with encoder and decoder</td>
</tr>
<tr>
<td>RNN-Attention [70]</td>
<td>RNN model with Attention layer</td>
</tr>
<tr>
<td>Resnet-18 [71]</td>
<td>A widely used CNN model for image recognition</td>
</tr>
<tr>
<td>Inception-v3 [72]</td>
<td>A widely used logistic model for image recognition</td>
</tr>
<tr>
<td>Regression</td>
<td>A simple logistic regression model</td>
</tr>
</tbody>
</table>

Similar to the setting of Section VI-C, we split the sequences to 85% training and 15% testing, and evaluate the top-1 accuracy. The result shows the top-1 accuracy can achieve 100% for all models. We speculate such high accuracy is caused by the long execution time for each iteration, which leaves abundant information to be used by INVISIProbe.

We also attempted to infer the layers composing a DNN model from a delay sequence, however, we are unable to obtain a satisfying result, because segmenting the sequence by layer is very difficult. Appendix B elaborates this attempt.

E. Webpage Inference with NVMe SSD

In this attack, we use the same set of webpages (Alexa top 100) and experiment setting (85% training and 15% testing) as Attack 2 (Section VI-C), except that the attacker collects delay sequence from NVMe SSD. The last column of Table III shows the parameters of AttBLSTM for this task.

Overall, the top-1 accuracy reaches 93.29%, and top-3 accuracy reaches 98.71% for the classification mode. The accuracy is comparable to that of Attack 2, though a slight drop is observed. We found the main cause of the errors is also the unstable network conditions.

<table>
<thead>
<tr>
<th>Classification Model</th>
<th>Top-1 Acc.</th>
<th>Top-3 Acc.</th>
<th>Embedding Acc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-layer fully-connected</td>
<td>48.92%</td>
<td>64.44%</td>
<td>67.26%</td>
</tr>
<tr>
<td>LSTM</td>
<td>84.25%</td>
<td>94.00%</td>
<td>83.00%</td>
</tr>
<tr>
<td>Bi-directional LSTM</td>
<td>87.38%</td>
<td>96.10%</td>
<td>83.46%</td>
</tr>
<tr>
<td>AttBLSTM</td>
<td>93.29%</td>
<td>98.71%</td>
<td>88.17%</td>
</tr>
</tbody>
</table>

TABLE V: Accuracy (Acc.) of Attack 4 with different classification models.

Comparison between inference models. Comparing with a normal neural network model, like a fully-connected model, AttBLSTM adds three features, including long-sequence learning with LSTM, bi-directional sequence processing, and attention mechanism. Here we rerun the experiment of Attack 4 by stripping off each feature, in order to learn how much performance gain is brought by them. Table V shows the comparison. We use the 3-layer fully-connected model as the baseline, and LSTM significantly improves the performance (Top-1 accuracy raised from 48.92% to 84.25%), indicating the recurrent models are much better positioned to handle this task. BLSTM raises the Top-1 accuracy over LSTM by 3.13% and AttBLSTM improves over BLSTM by 5.91%, suggesting these two features are necessary. The trend of Top-3 classification accuracy and embedding accuracy are similar.

F. Attack on Public Cloud

The prior experiments are done in a lab environment. To evaluate the practical impact of INVISIProbe, we implement Attack 4 in the Alibaba cloud. We did not implement Attack 1-3 because we cannot find a public cloud matching the attack condition, that two VMs with RDMA connection can be rented. Tsai et al. [24] tested their RDMA attack in CloudLab [73], but we found CloudLab uses AMD CPUs, which uses I/O die inside the CPU to forward PCIe traffic. Specifically, AMD systems do not break CPU’s PCIe port into multiple ports with a switch. Instead, they use an I/O chip to connect all PCIe ports, cores and memory controllers together,
in which case a PCIe port not only conflict with other ports but also cores and memories, producing much more noises.

One interesting observation we gain from inspecting the public cloud is that I/O virtualization is extensively leveraged. In this case, cloud vendors do not use the PCH to serve SSDs and NICs together. I/O devices including SSDs, NICs are all virtualized by hardwares, which are called Nitro Cards by Amazon [74] and MOC Cards by Alibaba [75]. We call them vcard collectively. The vcard rather than PCH act as an I/O switch to handle PCIe traffic. Particular for Alibaba, a cloud server has only one MoC, no matter how many devices it virtualizes. Therefore, similar to PCH, vcard becomes the bottleneck for PCIe traffic.

As for the end-to-end attack, we rented an instance (type ecs.ebm6.26xlarge) from Alibaba cloud and launched Attack 4. We run the attacker’s code on the instance to access NVMe SSD and the webpages are visited by Google Chrome on the instance. We found directly running the attack code is infeasible, because the virtualized SSD does not support SPDK. Fortunately, the OS kernel of the instance supports io_uring, a kernel-bypass framework provided by Linux. Therefore, we substitute the part relying on SPDK with io_uring and run the attack code. It turns out top-1 accuracy and top-3 accuracy are dropped to 91.02% and 97.77%, as shown in Table VI. The main reason is that the sampling quality of INVISIPROBE degrades on vcard: only 12,757 IOPS is produced. Yet, high attack effectiveness is demonstrated.

VII. Discussion

A. Potential Mitigation

The evaluation result suggests INVISIPROBE can harm another user’s security and privacy sharing a machine. On the other hand, defending against INVISIPROBE is quite challenging. Other remote cache side-channel attacks [23], [24] can be mitigated by isolation (e.g., LLC partitioning [23] and separating protection domains [24]). However, simply isolating traffic between devices might eliminate the benefit brought by PCIe. Below we discuss a few directions.

Blocking high-resolution clock instructions. Assuming the data center operator can decide what instructions are available to the upper-layer applications, i.e., the probe code written by the attacker, restricting the access to those instructions might deter INVISIPROBE. For instance, when using NIC to attack GPU, the hardware clock has to be obtained by the adversary by setting flags in the RDMA read queue. When using NVMe SSD to attack NIC, RDTSCP needs to be invoked by the adversary. However, legitimate applications also use those primitives to measure their performance. Even if certain instructions can be banned, e.g., RDTSCP, the attacker can switch to other instructions, e.g., using multiple threads and monitoring the interrupts (“Low-Requirement Interrupt Timing Attack” of [47]).

Reducing the delay variance. As the attacker can construct a probe quite sensitive to the delays caused by congestion, another solution is to reduce the delay variance, so the congestion states of the PCIe link can be concealed. One can increase the capacity of PCIe links, but doing so would incur high upgrading cost and there is no guarantee that congestion will never be triggered. Introducing noises, i.e., increasing delays, would confuse the attacker, but the extra overhead could be non-negligible, especially to scenarios that are delay-sensitive, e.g., training deep neural networks.

Detecting the suspicious probe requests. The adversary needs to maintain a non-empty queue of probe requests to keep collecting measurement data for the whole life-cycle of a victim operation. Blocking probe request individually is not a feasible solution, as reading a small chunk of memory by RDMA has legitimate use cases like distributed locks [76].

A more viable solution could be letting a security application on I/O switch inspect the request sequence, identify the anomalies, and notify the data center operators. In fact, a few recent works have shown that programmable network switches can be leveraged to detect DDoS attacks [77], [78]. However, the current hardware of I/O switch does not support this idea, i.e., not programmable. As revealed by our end-to-end experiment (Section VI-F), I/O switch is virtualized by some public cloud. Hence, an alternative approach is to deploy the defense on the vcard, and we are discussing this approach with cloud providers like Alibaba.

To notice, though processor vendors like Intel provide counters like PCM [79] to monitor PCIe bandwidth, it covers PCIe stop inside the chip only. What happens at the PCIe switch is oblivious to those counters, so the congestion caused by INVISIPROBE cannot be detected.

Better QoS on I/O switch. Though programming I/O switch to detect INVISIPROBE might be infeasible now due to the hardware restrictions, improving the QoS logic of I/O switch to better serve legitimate applications might deter INVISIPROBE. For example, by prioritizing I/O devices of high IOPS (I/O per second), the switch can guarantee relatively stable and lower delay on those devices, which reduces the inference accuracy of INVISIPROBE. PCIe congestion has been studied in PCIe fabric and a few congestion-aware models were proposed [29], [30]. Within the PCIe standard, virtual channel [80] aims at a similar goal, by mapping dedicated physical resources like buffers to high-priority transactions, eliminating resource conflicts with the low-priority traffic. We plan to investigate whether they could thwart INVISIPROBE and the follow-up counterattack in the future.

B. PCIe fabric

Resource disaggregation is a general trend for data centers and cloud [81]. In a fully resource-disaggregated rack, I/O devices are all connected to PCIe switches, which constitutes a PCIe fabric, as shown by Figure 7. CPUs also connect to the PCIe fabric as nodes. In this case, the attack surface will be largely broadened: all I/O devices in the rack will be exposed to attackers for probing. So far, there lacks comprehensive security analysis of PCIe fabric and we believe this is an urgent topic for the security community.
C. Limitations

**User-input inference.** We aim to accurately infer the words typed by a victim in Attack 1, though there is still room for improvement (e.g., top-10 accuracy is 66.7%). Future work could evaluate models other than HMM and use the context to filter the inferred words. Given only the coarse-grained feature, say keystroke timing, is available to the adversary, INVISIProbe cannot directly learn more sensitive information like password and credit card numbers. Still, we believe the word recovery example has demonstrated that PCIe congestion side-channel should be mitigated.

**Webpage inference.** For Attack 2 and 4, we classified 100 webpages in both scenarios, which might be considered as a small dataset. The main reason is that data collection is time-consuming: every visit costs 10 seconds and each webpage is visited repeatedly for 150 times. We plan to increase the dataset in the future by running multiple machine instances. On the other hand, as our dataset covers webpages of a variety of categories, we believe the result is representative.

We also assume a close-world setting where the victim visits the webpages that have been profiled. As a next step, we will evaluate whether the victim is also vulnerable under the open-world setting.

**Model inference.** For Attack 3, INVISIProbe can tell which model a victim is executing but the layers cannot be inferred separately. We acknowledge this cannot fully reveal the model structure. On the other hand, if the attacker can profile a large number of models ahead, and compute the distance between a delay sequence to the profiles, she might find a similar model structure, which still helps her attempt in IP infringement and adversarial attacks. We will investigate this option.

**Combinations of attack and victim devices.** We tested two device combinations. Potentially, other device combinations might be vulnerable as well, but due to the high cost of testing one combination, we leave the exploration of other pairs as future work. We also plan to investigate principled methodologies to reduce the search space of vulnerable pairs.

**Public cloud setting.** Since INVISIProbe is implemented based on the features and ISA of Intel CPUs, the public cloud supporting RDMA, in particular CloudLab, cannot be evaluated against, because it only has AMD CPUs. We leave the attack implementation AMD platforms as a future work.

**Single-CPU setting.** Though INVISIProbe is expected to be used as a cross-CPU attack vector, e.g., in a full disaggregated server rack, so far, we only evaluated INVISIProbe under the single-CPU setting because our motherboard only has one CPU slot. We plan to evaluate INVISIProbe under the cross-CPU setting with a new motherboard, e.g., Supermicro X11DPH-T.

**PCIe topology.** In evaluation, we assume the adversary knows the PCIe topology of the targeted machine, and then selects attacker and victim peripheral devices accordingly. When the information is unavailable, the attacker would need to infer which victim device shares the I/O switch. This task is similar as VM co-residency attack [82], in which the adversary leverages side-channels to determine when her VM shares a physical machine with another victim VM. The probing delays observed by the adversary might fulfill this task, and we plan to validate this hypothesis.

VIII. RELATED WORKS

**Side-channel attacks in data center.** Recently, a few works studied how RDMA can be exploited to break the confidentiality of machines/programs in a data center with cache-based side-channel attacks. In the attack named NetCat [23], Kurth et al. showed that an attacker can remotely Prime+Probe the LLC of the victim machine with the help of RDMA NICs and Intel’s special cache mechanism named DDIO (Data-Direct I/O). The attacker is able to infer the memory access pattern of the victim machine, resulting in consequences like password leakages. In the attack named Pythia [24], Tsai et al. found that Evict+Reload can be launched against metadata stored in the SRAM on RDMA NIC. With this attack, other RDMA nodes’ access patterns can be inferred.

Our attacks explore another direction to launch attacks on RDMA NICs. The two literature [23], [24] focused on cache timing on host CPU and NICs respectively. Our attacks focus on timing related to PCIe links between host CPU and NICs. Figure 8 shows the comparison.
Security implications of bandwidth contention. Previous works have shown bandwidth contention can be exploited for side-channel and covert-channel for attacks. Hu et al. [83], [84] and Gray et al. [85],[86] studied the covert channels based on bus/cache contention between VMs managed by VAX security kernel. Wu et al. investigated a similar attack in the contemporary public cloud environment [87]. DRAMA exploits the DRAM row buffers that are shared in multiprocessor systems for cross-CPU attacks [88]. Irazoqui et al. also conducted cross-CPU attacks on the CPU interconnect [89]. None of the prior works investigated the issues on the high-speed I/O protocols like PCIe, and we made the first attempt.

Keystroke inference. Keystroke inference was studied based on the network communication patterns [90]. Following that, a number of works studied how information leaked from software and hardware can be exploited for the same purpose. For instance, Zhang et al. [12] proposed that the pattern of ESP register value of a thread can be used as fingerprints of keystroke events. Schwarz et al. proposed KeyDrown [47] showing 1) timing attack on keyboard interrupt and 2) cache attack on the interrupt handler in the kernel can lead to keystroke inference. Wang et al. showed that by launching cache-based side-channel attacks against graphic libraries, the same goal can be achieved [48]. INVISIProbe reveals a new remote side-channel for keystroke inference.

Website inference. When the adversary is able to eavesdrop the traffic between the victim user and a remote entity, even if the traffic is encrypted, which website might is visited can still be inferred, based on packet sizes and time intervals [91]–[95]. As more and more browsers choose to render webpages in the GPU, which webpage is visited can be recovered through GPU-based side-channel, in memory residue, access patterns and performance counters [25],[65],[96]. Besides, cache side-channel attacks have also been found effective for website inference [66],[97].

Stealing machine-learning model. As the machine-learning model structure can be considered as a secret, recently a number of works studied how it can be inferred with side-channel attacks. The exploited side-channels include power consumption [98]–[100], CPU cache [101]–[103] and GPU resource contention [25],[26]. The one closest to our work snoops PCIe bus [59]. The attacker needs physical access to the edge device to obtain such information. Our adversary can be remote.

IX. Conclusion

PCIe congestion resulted from the insufficient forwarding capability of I/O switches introduces I/O delays to a connected device. When exploited by an attacker, who intentionally introduces PCIe congestion, sensitive user activities on a device can be inferred. We identified four attacks in two scenarios (using RDMA NIC to attack GPU and using NVMe SSD to attack NIC), showing sensitive information like the keystroke timings, webpage visits, trained machine-learning models can be inferred at high accuracy. We call the awareness of server manufacturers and the security community, and our study can serve as the motivation to design security-enhanced PCIe implementations.
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APPENDIX A

I/O LATENCY UNDER KERNEL-BYPASSING

Traditionally, an I/O operation consists of four segments, as shown in Figure 9 (left). Here we use a C library API fread(), which reads file content into memory buffer, as the example. When it is executed by the CPU, A) a request will be issued from the user space to the kernel space, going through drivers (file system, block, and PCI), till delivered to the hard drive; B) the hard drive processes the request; C) the results are written to memory; D) the code waiting for the result is notified about the request completion. To measure the I/O latency of fread(), the developer can execute clock() before and after and compute the interval, say I, which equals to the sum of A, B, C, and D.
After PCIe congestion, \( I \) is supposed to be increased and the adversary tries to use it to infer the status of the victim device. However, such measurement is not always reliable as \( A \) and \( D \) involve system calls and interrupt handling, whose latency is pretty random [31]. \( B \) and \( C \) are directly related to the operational status of the I/O device, which can reflect the degree of PCIe congestion, but they are overwhelmed by \( A \) and \( D \).

However, the procedure is largely different when the kernel-bypass drivers are used. As shown in Figure 9 (right), the developer uses send queue and completion queue to decouple OS from the I/O path. The user-space application directly writes a request to a memory region that is mapped to the I/O device, eliminating \( A \). On completion, the result is written into a pre-allocated memory region to be polled by the application without interrupting CPU, eliminating \( D \). As a result, \( I \) is composed of \( B \) and \( C \), making measurement on PCIe congestion possible. In fact, the latency \( I \) can be “amplified” several times. For instance, in the setting that a GPU shares a link with a NIC, the delay of packet receiving on the NIC (\( I \)) can go up \( 6 \) times, when link congestion is caused by the GPU whose status turns from idle to exchanging data, as we will show in Figure 2 in Section IV.

APPENDIX B
ATTEMPT OF RECOVERING LAYERS

According to Wei \textit{et al.} [26], when TensorFlow is leveraged to run a DNN model, executing each layer involves data and code exchange between CPU and GPU, which should introduce intermittent PCIe traffic. We attempted to segment the delay sequence and recognize the layers, but found the PCIe traffic of different layers are interleaved. We execute two models (one with a conv layer and one with relu and pool layers) and their combination (conv-relu-pool). The delay sequence is shown in Figure 10. As we can see, the delay sequence from conv-relu-pool model is not simply the concatenation of conv and relu-pool.

APPENDIX C
APPLICATIONS INVESTIGATED FOR CARET BLINKING

We investigated 10 applications in Ubuntu to see how many of them have blinking caret during user typing, but found only Firefox, as shown in by Table VII, has this behavior.

<table>
<thead>
<tr>
<th>App name</th>
<th>Version</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google Chrome</td>
<td>79.0.3945.88</td>
<td>Caret Blinks</td>
</tr>
<tr>
<td>Firefox</td>
<td>80.0.1-1</td>
<td></td>
</tr>
<tr>
<td>gedit</td>
<td>3.28.1</td>
<td></td>
</tr>
<tr>
<td>PyCharm</td>
<td>2020.2.1</td>
<td></td>
</tr>
<tr>
<td>Sublime Text</td>
<td>3211</td>
<td></td>
</tr>
<tr>
<td>VS Code</td>
<td>1.48.2</td>
<td></td>
</tr>
<tr>
<td>LibreOffice Writer</td>
<td>1.6.0.7</td>
<td></td>
</tr>
<tr>
<td>LibreOffice Calc</td>
<td>1.6.0.7</td>
<td></td>
</tr>
<tr>
<td>IDEA Community</td>
<td>2020.2.1</td>
<td></td>
</tr>
<tr>
<td>Skype</td>
<td>8.64.0.67</td>
<td></td>
</tr>
</tbody>
</table>

TABLE VII: Applications investigated for caret blinking.

APPENDIX D
LIST OF WORDS TESTED FOR WORD RECOVERY

hero, test, need, that, rise, star, aids, hate, diet, road, hers, host, than, tree, sit, dad, eat, dna, sin, net, its, rid, ear, her, art, toe, tie, hit, radar, sense, their, heart, share, taste, harsh, ratio, north, trend, shore, order, noise, trash, stand.